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Introduction 
The es_rank_biserial_os function calculates a one-sample rank biserial coefficient. 

This document contains the details on how to use the functions, and formulas used in them. 

1 About the Function 

1.1 Input parameters: 
• data 

o Excel: a specific range with the numeric scores 

o Python: a pandas series with the numeric scores 

o R: a vector with the numeric scores 

 

• Optional parameters 

o hypMed 

the hypothesized median. If not specified the midrange will be used. 

1.2 Output 
• hypMed 

The hypothesized median used 

• rb 

The effect size measure 

Note for Excel: 

the array function es_rank_biserial_os_arr will require 2 rows and 2 columns.  

1.3 Dependencies 
• Excel 

o None, but you can run the es_rank_biserial_os_addHelp macro so that the function 

will be available with some help in the ‘User Defined’ category in the functions 

overview. 

• Python 

The following libraries are needed: 

o pandas is needed for data entry and showing the results 

• R 

None 

https://peterstatistics.com/
https://www.youtube.com/stikpet
https://pandas.pydata.org/
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2 Examples 

2.1 Excel 

 

2.2 Python 

 

2.3 R 
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3 Details of Calculations 

𝑟𝑟𝑏 =
4 × |𝑇 −

𝑅+ + 𝑅−

2 |

𝑛 × (𝑛 + 1)
=
|𝑅+ − 𝑅−|

𝑅
 

Symbols 

• 𝑅+ the sum of the ranks with a positive deviation from the hypothesized median  

• 𝑅− the sum of the ranks with a positive deviation from the hypothesized median  

• 𝑇 the minimum of 𝑅+, 𝑅− 

• 𝑛 the number of ranks with a non-zero difference with the hypothesized median  

• 𝑅 the sum of all ranks, i.e. 𝑅+ + 𝑅− 

Note: A proof of the equivalence of the two formulas can be found in the appendix. 

4 Sources 
Unknown, the formula can be found in King and Minium. (2008, p. 403): 

 

Kerby’s re-arrangement: 

 
(Kerby, 2014, p. 5) 
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Appendix: Proof of Equivalence 
Assuming 𝑇 = 𝑅+ 

4 × |𝑇 −
𝑅+ + 𝑅−

2 |

𝑛 × (𝑛 + 1)
=
4 × |𝑅+ −

𝑅+ + 𝑅−

2 |

𝑛 × (𝑛 + 1)
=
|4 × 𝑅+ − 2 × (𝑅+ + 𝑅−)|

𝑛 × (𝑛 + 1)
=
|2 × 𝑅+ − 2 × 𝑅−|

𝑛 × (𝑛 + 1)

=
2 × |𝑅+ − 𝑅−|

𝑛 × (𝑛 + 1)
=

2

𝑛 × (𝑛 + 1)
× |𝑅+ − 𝑅−| =

1

𝑛 × (𝑛 + 1)
2

× |𝑅+ − 𝑅−| 

If we define 𝑅 as the sum of all ranks we can write this as: 𝑅 = ∑𝑟𝑎𝑛𝑘𝑠 =
𝑛×(𝑛+1)

2
. Using this we get: 

4 × |𝑇 −
𝑅+ + 𝑅−

2 |

𝑛 × (𝑛 + 1)
=

1

𝑛 × (𝑛 + 1)
2

× |𝑅+ − 𝑅−| =
1

𝑅
× |𝑅+ − 𝑅−| =

|𝑅+ − 𝑅−|

𝑅
 

If we assume 𝑇 = 𝑅− we get the same result: 

4 × |𝑇 −
𝑅+ + 𝑅−

2 |

𝑛 × (𝑛 + 1)
=
4 × |𝑅− −

𝑅+ + 𝑅−

2 |

𝑛 × (𝑛 + 1)
=
|4 × 𝑅− − 2 × (𝑅+ + 𝑅−)|

𝑛 × (𝑛 + 1)
=
|2 × 𝑅− − 2 × 𝑅+|

𝑛 × (𝑛 + 1)

=
2 × |𝑅− − 𝑅+|

𝑛 × (𝑛 + 1)
=

2

𝑛 × (𝑛 + 1)
× |𝑅− − 𝑅+| =

1

𝑛 × (𝑛 + 1)
2

× |𝑅− − 𝑅+|

=
1

𝑅
× |𝑅− − 𝑅+| =

|𝑅− − 𝑅+|

𝑅
=
|𝑅+ − 𝑅−|

𝑅
 

Q.E.D. 

 


